Fig. 8.

receives new position commands every 20 ms. Currently, the
Robonova can perform smooth, accurate dance gestures with
its arms to the beat of popular music.

The dance system uses audio beat detection to find the
beat in live music. The beat detection algorithm functions as
described in Section IV-A.1. As the music plays, the most
recent short time section is analyzed to determine the beat
locations and predict the next few beat locations in the music.
Analyzing short time segments allows the system to adapt
quickly to tempo changes in the song.

Once the system has a set of predicted beats, it synchro-
nizes the dance gestures so they reach their apex on the beat.
It determines the start and end time for each gesture based
on the beat locations and the end time of the last gesture. It
then scales the timing of the gesture in order to change its
length to fit into the allotted time period.

The 100Hz update rate allows precise control over the
robot’s motion, resulting in smoother gestures. In order to
test the gestures, we had the robot swing its arm up and down
in time to the beat as we recorded its position. The result
was a relatively smooth and consistent sinusoidal motion.

VI. RESULTS
A. Gesture smoothness

We verified that the Robonova was capable of producing
gestures smoothly enough to serve as a useful prototyping
platform for Hubo. The robot was programmed to perform
ten arm-swing motions in which the two arms rose and then
lowered in opposite directions. We recorded these motions
at a frame rate of 30 frames per second, determined the
positions of the arms in all frames, and then took the deriva-
tives of these positions. The derivatives of abrupt motion
sequences contain long strings of zeros (when the robot is
not moving) interspersed with some large magnitude values,
while smooth motion derivatives contain mostly small, but
non-zero, values. We first calculated the average speed the
robot took to complete its swings, and then defined a
smoothness threshold as being between one-half and three

42

TOP: The Robonova producing arm motions. BOTTOM: The Robonova producing arm motions and a leg motion.

times that value. We calculated the percent of each sequence
that was within the smoothness threshold. As a baseline,
we performed the same experiment on a Robonova with the
original, slower operating system. We found that the motions
produced by the Robonova with the new environment were
within the smoothness threshold 84% of the time, while only
17.5% of the motion sequences from the RoboNova with the
original environment were within the threshold.

B. Incorrect Note Detection

To verify that the system can correctly detect missed notes,
we ran two experiments. The first tested the system’s ability
to identify correctly played notes by having the robot play
the first 23 notes of “Twinkle Twinkle Little Star” using
both hands. This was performed 10 times for a total of 230
correctly played notes, of which only one was misidentified
as incorrect. A high accuracy in detecting correct notes
is important because believing a played note was missed
is more detrimental to system performance than missing a
wrong note when using the feedback to adjust playing.

The second experiment tested whether or not the system
correctly identified missed notes. The same procedure was
repeated, except that six notes were intentionally played in-
correctly. Of the 60 total incorrect notes, the system detected
54 of them, for an accuracy of 90%.

VII. CONCLUSIONS AND FUTURE WORK

In its current state the overall system is somewhat limited,
but we believe it represents several steps towards developing
a fully musically-aware humanoid. With the benefit of ex-
ternal computing power, our humanoids have the ability to
interpret sensory information from the environment, includ-
ing visual and auditory beat tracking as well as pitch and note
onset detection. The overall system is also able to incorporate
these sources of information to calibrate performance control
parameters and adjust accordingly in response to incorrect
or missed notes. In the near future, all of the computing



resources for these tasks will be integrated within the Hubo
body, making the system fully self-contained.

We plan to continue improving the basic audio feature
extraction (beat, onset, and pitch detection) to assess trade-
offs between accuracy and computational complexity, which
may facilitate the implementation of all computation on
the robot’s hardware. Improving the robustness of these
features would enhance the system’s ability to determine
correctly and incorrectly performed notes, further advancing
the overall system. Additionally, we plan to work towards the
detection and understanding of higher-level musical features,
such as meter, rhythmic styles, and musical genre, which
further inform the expressive playing of human performers.

Currently, the adjustment and error correction in response
to feedback is quite primitive and could easily be more
sophisticated. Rather than always adjusting its movements by
a pre-defined constant and relying mostly on dead reckoning,
the piano performing robot could be programmed to make
more intelligent decisions for correcting its performance
based upon, for example, the frequency of occurrence of
incorrect notes. Video processing could be expanded to
enable tasks in addition to visual beat tracking of a con-
ductor. The piano performing system could be enhanced by
determining the location of the keys and the robot’s hands
visually, obviating the need for an operator to precisely
position the robot prior to playing. Continually incorporating
visual feedback to assess robot and keyboard position could
improve the robustness of the system.

The ultimate target for full system implementation is the
adult-sized Hubo humanoid, but we believe rapid algorithm
prototyping with miniature humanoids to have substantial
benefits. Although Hubo’s significantly greater DOF enable
a wider range of human-like motions, development on the
larger platform is time consuming and poses much higher
risks in terms of cost and safety. Developing robust systems
for mini-humanoids also broadens the potential audience for
this work, making musically interactive robots much more
accessible to students and other researchers.
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